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Abstract

In this paper, we study and compare three different but
related types of “metadata” about web documents: social
annotations provided by readers of web documents, hyper-
link anchor text provided by authors of web documents, and
search queries of users trying to find web documents. We in-
troduce a large research data set called CABS120k08 which
we have created for this study from a variety of informa-
tion sources such as AOL500k, the Open Directory Project,
del.icio.us/Yahoo!, Google and the WWW in general. We
use this data set to investigate several characteristics of said
metadata including length, novelty, diversity, and similarity
and discuss theoretical and practical implications.

1 Introduction

The recent emergence and success of folksonomies and
so-called tagging with services such as del.icio.us or Flickr
have shown the great potential of this simple yet power-
ful approach to collect metadata about objects. Unlike tra-
ditional categorization systems, the process of tagging is
nothing more than annotating documents with a flat, un-
structured list of keywords called tags. The social aspect
comes from sharing these annotations with other users. The
number of peer-reviewed research on tagging has been in-
creasing lately, and several studies have already analyzed
the semantic aspects of tagging and why it is so popular and
successful in practice [11], [18]. However, the scientific
community is still in the process of discovering all facets of
the information provided by social annotations [12, 20, 27].

On the other hand, indexing and ranking techniques in
the information retrieval area have long been using incom-
ing or outgoing hyperlinks of a web document to infer infor-
mation about the document and its neighbors, for instance
by associating terms with the web documents that are not
part of the documents themselves [13, 7]. Here, the descrip-
tive “annotations” such as incoming anchor texts help to
gain more knowledge about the documents at hand, thereby

leveraging the link structure of the WWW not only for rank-
ing [14, 6] but also for indexing purposes. A third source of
information are search query logs. A variety of concepts
and techniques have been proposed to leverage information
extracted from query logs, for example for classification of
web queries [5], re-ranking of search results [29] or extract-
ing semantics [3].

In this paper, we analyze and compare these three differ-
ent but related types of “metadata” about web documents:
social annotations provided by readers of web documents,
anchor text of incoming hyperlinks provided by authors
of web documents, and search queries of users trying to
find web documents. We introduce a research data corpus
called CABS120k08 which contains a large set of web docu-
ments including information about their Categorization, in-
coming Anchor text, social Bookmarks, and Searches. We
use CABS120k08 to investigate how much information said
metadata types provide, how they relate to each other, and
what they can be used for.

The rest of the paper is organized as follows: In the
next section, we describe the methodology and the data set
for conducting the study. The experimental results are dis-
cussed in section 3. We summarize our findings in section
4 and describe related work in section 5.

2 Methodology

The analyses in this paper require access to a large and
diverse collection of data. Web companies such as search
engines or social sites conduct a number of internal analy-
ses, however they are usually reluctant to publish specific
results or research data sets. This can be for competitive
reasons or to protect the privacy of their users. As a result,
we had to build our own data set called CABS120k08 by
using publicly available information.

2.1 Data sampling

The first task is to create a large and representative set of
web documents. Since we also want to study each metadata
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type with regard to classification, all of these web docu-
ments need to be properly categorized, i.e. there should be
a ground truth for categorization. We therefore decided to
bootstrap our data set by combing data from the AOL500k
collection and the Open Directory Project as follows.

The randomly sampled AOL500k corpus is one of the
largest publicly available collections of search queries to-
day [22]. It consists of 20 million web queries collected
from 650,000 users on AOL Search over three months in
2006. As the result of these search queries, about 1.6 mil-
lion different web documents where visited by users. What
makes this collection so interesting for researchers is the
vast amount of data and that the data “represents real world
users, un-edited and randomly sampled” [22]. However,
the publication of AOL500k was accompanied with privacy
concerns. We have therefore discarded any user IDs during
data sampling.

The Open Directory Project (http://www.dmoz.org/) is
by its own account “the largest, most comprehensive
human-edited directory of the Web”. At the time we built
our data set, the Open Directory contained 4,818,944 web
documents in about 590,000 categories. The directory is
constructed and maintained by a global community of vol-
unteer editors which evaluate and categorize web docu-
ments into one or more predefined categories based on com-
mon standards and best practices to ensure consistency. In
this work, we used Open Directory data for the categoriza-
tion dimension in our data set and as the ground truth for
classification analysis.

We built the initial set of web documents for
CABS120k08 by an intersection of AOL500k and the Open
Directory. Only such documents made into our data set
which were both searched for and subsequently visited
(AOL500k) as well as categorized (Open Directory). We
also removed any such documents which were repeatedly
unretrievable from the WWW. The resulting collection con-
sists of 117,434 web documents, representing 7.3% and
2.5% of web documents originally in AOL500k and the
Open Directory, respectively.

2.2 Data collection

The next task is to augment the data set with additional
information for social annotations (by web readers), anchor
texts from incoming hyperlinks (by web authors) and docu-
ment popularity. We included document popularity because
we found that user behavior for social bookmarking varies
considerably with document popularity [19, 21].

For the social annotation dimension, we used del.icio.us,
the main social bookmarking site in the WWW today. The
Yahoo! company has a large user base with more than 2 mil-
lion registered users in 2007. Using the popular del.icio.us
also makes it easier to compare our results with other re-

search publications based on del.icio.us data. For a com-
plete picture of a web document in our study, we require
the full history of its social bookmarks. Unfortunately, this
type of data is not readily available from del.icio.us’ official
data channels such as its API or data feeds. We therefore
developed a distributed parallel crawler on top of the open
source Hadoop platform, which implements the concepts of
the MapReduce framework [8]. For each document in our
data set, the crawler extracted its full bookmarking history
from del.icio.us’ HTML web pages.

For anchor texts of incoming hyperlinks of a document,
we built another distributed parallel crawler. A crawler in-
stance would query Google for any known incoming hy-
perlinks of a given web document, also called its inlinks or
backlinks. It would then download the referring pages from
the WWW and extract the anchor texts of those hyperlinks
pointing to the original web document. We used the anchor
text definition of Kraft and Zien [15] which define anchor
text as the text that appears within the bounds of an HTML
a tag1. Due to technical reasons, we only processed up to
100 referring pages per document.

For measuring a web document’s popularity in the
WWW, we decided to use Google PageRank [6], partly be-
cause it is well studied in literature but also because of the
cooperation of Google and AOL Search. The PageRank
algorithm analyzes the WWW link structure, and is thus
related to the analysis of a document’s inlink anchor texts
(provided by web authors) but not related to social anno-
tations as seen on del.icio.us (provided by web readers).
However, we have found in previous studies [19, 21] that
the PageRank algorithm is still a good indication of whether
a given web document is also socially popular. We therefore
argue that a document’s general popularity is measured rea-
sonably well by its PageRank for the context of this work.

In the last step, we retrieved each document’s source
from the WWW. The final corpus is available for download
from the first author’s home page2.

3 Experimental results

3.1 Overview

The total CABS120k08 data set consists of 117,434
web documents. By definition, each document in the set
has been searched for at least once and is categorized
into at least one category. We discarded the special tags
system:unfiled’ and imported from our analysis3

1For example, the anchor text of the hyperlink <a
href="labs.html">quux</a> is “quux” and associated with
the page labs.html.

2CABS120k08 is available for download at http://www.michael-
noll.com/cabs120k08/

3Bookmarks without tags are auto-tagged by del.icio.us with
system:unfiled whereas the tag imported is by default automat-



but left them in the data set as-is. An overview is shown in
table 1. Estimated probabilities based on our observations
are shown in table 2.

Total documents 117,434
Total categories 84,663
Total searches 2,617,326
Total anchor texts 2,242,621
Total users 388,963
Total bookmarks 1,289,563 unique: 9.1 %
Total tags 3,383,571 unique: 26.3 %
Categorized documents* 117,434 100.0 %
Searched documents* 117,434 100.0 %
Anchored documents 95,230 81.1 %
Bookmarked documents 59,126 50.3 %
Tagged documents 56,457 48.1 %

*100% by definition

Table 1. Overall statistics of CABS120k08.

A first surprise is the rather high probability of a doc-
ument being bookmarked, 50.3%, compared to 81.1% for
having at least one incoming hyperlink with anchor text.
This is particularly interesting since del.icio.us - from
which we extracted social bookmarking data - has been
founded just five years ago in 2003 whereas the WWW
- from whose link structure we derived anchor text data
- has been around for much longer. Following the as-
sumption that incoming hyperlinks are an indication that
a web document is perceived as “interesting” or “impor-
tant” by the referring party [6], bookmarks even cover
P (bookmarked | anchor text) = 57.5% of relevant web
documents in the corpus.

On the other hand, bookmarks by web readers are like
incoming hyperlinks an indication that a web document is
interesting [1]. In the data set, 3.7% of web documents have
been bookmarked but do not have any incoming hyperlinks
with anchor text. Since incoming hyperlinks are most likely
created by human web authors, this observation indicates
that these 3.7% may be interesting pages which have not
been discovered by web authors yet. This result is similar
to [12] which found that social bookmarking can serve as
a small source for new, unindexed web pages, i.e. pages
which have not been discovered by automated web spiders4.

The incentives to add additional metadata to shared
bookmarks, particularly via tags, have been found to go be-

ically added to bookmarks during batch import by del.icio.us.
4Note that all web documents in the corpus have been extracted from

AOL500k during data sampling (see section 2.1), meaning they have been
returned as a search result by AOL Search and therefore must have been
indexed at least by this search engine. We therefore cannot conclude based
on evaluations of the CABS120k08 data set alone whether and by how
much social bookmarks by human users can yield unindexed web pages,
i.e. those pages that have not yet been discovered by automated web spi-
ders.

Figure 1. Length Average length of book-
marks, anchor texts and search queries.

yond selfish and organizational reasons such as refindability
or quick access to web resources [1]. They are enhanced by
social aspects such as recommendation or collaboration [2].
Our findings seem to confirm this: we can observe a strong
tendency of users to add tags to their bookmarks: 95.5% of
bookmarks have tags.

P (bookmarked ∩ anchor text) 0.467
P (tagged ∩ anchor text) 0.447
P (bookmarked | anchor text) 0.575
P (tagged | anchor text) 0.552
P (anchor text | bookmarked) 0.927
P (anchor text | tagged) 0.930

Table 2. Estimated probabilities.

3.2 Length

The length of a search query, i.e. the number of key-
words per query, has been studied in the past and reported
as being rather short with 2.x keywords on average [25]. We
were interested in comparing the length of search queries
with the “length” of social bookmarks and anchor texts. We
define the length of a bookmark to be the number of its tags,
and the length of an anchor texts as the number of its words.

Globally, the average length of searches, bookmarks and
anchor texts in the CABS120k08 data set are 2.89, 2.49 and
2.43, respectively. While it may seem at first glance that the
length of bookmarks and anchor texts are almost equal, we
found that the lengths vary significantly by document pop-
ularity as shown in figure 1. There are strong negative cor-
relations with document popularity for search queries and
anchor texts: Spearman-r are -0.82 and -0.81, respectively.
On the other hard, there is a positive correlation with doc-



ument popularity for bookmarks: Spearman-r is +0.675.
This means in practice that anchor texts provide a larger
amount of data for less popular web documents whereas so-
cial bookmarks do so for popular web pages, the break-even
point being at PageRank 4. In our data set, the amount of
data provided by the average anchor text is larger for 37% of
documents (PR0-3) compared to 29% of documents in the
case of social bookmarks (PR5-10). So in direct compari-
son, anchor texts “win” in the first 1

3 of the cases, draw in
the second 1

3 , and lose in last 1
3 ; vice versa for bookmarks.

Looking at searches, the average search query dominates
anchor text across all PageRanks. Compared to social book-
marks, search query length has a break-even point with
bookmarks at PR6, and a second at PR106. Here, the aver-
age search query provides more data for 90% of documents
compared to 3% for social bookmarks.

Finally, we observe that the average lengths of all three
metadata types stay between 2 and 3 terms even when tak-
ing variations due to document popularity into account.
While we find it difficult to explain, users seem to prefer
using only 2 or 3 terms per action even across different
problem domains (social bookmarking, hyperlink creation,
searching the web).

3.3 Novelty

A lot of tasks in information retrieval employ techniques
to extract data from web documents, for example for index-
ing or classification purposes. On the other hand, not all
information is captured by the terms in document content.
Without further tricks such as anchor text analysis or latent
semantic indexing [9], a web search for “biology” would
not turn up any documents where the term “biology” would
not appear in the document content [14].

In this section, we analyze how much “new” data is pro-
vided by social bookmarks, anchor texts and search queries.
We are interested in finding out how much each metadata
type is suited to add new information to web documents
and thus how much it could help to improve information
retrieval tasks in the context described above.

We define novelty as the percentage of unique terms
which are not already present in a document. The terms
for social bookmarks are represented by the set of unique
tags aggregated over all bookmarks of a document, i.e. if
multiple users add the tag research, it is counted only
once. The terms for anchor texts (unique words) and search
queries (unique keywords) are defined similarly. The cor-
responding document is represented by the set of unique
words in its content, which we define as the sum of its HEAD

5Kendall-τ for search queries, anchor texts and social bookmarks are
-0.64, -0.73 and +0.47, respectively.

6The interpretation of the break-even point at PR10 should be treated
with care since our data set contains only five web documents with PR10.

Figure 2. Novelty Percentage of new data pro-
vided by a document’s tags, anchor words
and search keywords. For example, 7.5 % of
tags of a PR7 document are not present in the
document’s content.

title, META keywords, META description and
BODY. Details are shown in figure 2.

Firstly, we observe that the amount of new information
is comparatively low. All three types of data stay below 6%
novelty for about 90% of documents in our data set (PR0-
5). Search keywords dominate tags which in turn dominate
anchor text words. Interestingly, the curves of search key-
words and tags show similar behavior: both increase with
document popularity with larger increases starting at PR6.
Novelty for words in anchor text basically stays below the
5% threshold and peaks at PR7 and PR107.

Secondly, we find that tags provide more new data than
anchor texts. This indicates that tags are a better source for
new data, particularly for popular web documents. How-
ever, we will see in section 3.5 that the similarity of tags
and anchor texts is relatively low, which indicates that they
provide different kinds of information. We therefore argue
that if one is interested in identifying new data, one should
consider trying both metadata types.

We conclude that the majority of available metadata pro-
vided by social bookmarks, anchor texts or search queries
does add only a small amount of new information to web
documents. This observation is similar to the results of [12]
which found that a search engine is unlikely to gain much
from tags of social bookmarks if it already has access to
document content.

7As we said previously, PR10 results should be treated with care since
there are only five documents with PR10 in the data set.



Figure 3. Diversity Normalized entropy of tags,
anchor words and search keywords. A value
of 0 denotes zero entropy (uniformity), a
value of 1 maximum entropy (high diversity).

3.4 Diversity

In this section, we study the inherent diversity of in-
formation provided by social bookmarks, anchor texts and
search queries. Generally, we can assume that users do
not collaborate when searching the Internet or creating web
documents with hyperlinks and anchor texts to other pages.
There is a collaboration aspect for social bookmarking and
tagging, but it is one facet of many [18, 2]. In a previous
work [21], we have used entropy to measure the diversity of
social annotations. A document’s tags and their tag counts
can be considered as a “tag histogram”, and the entropy E
of such an histogram can be computed by

E(d) = −
∑

ti∈T (d)

p(ti|d) log2 p(ti|d) (1)

where T (d) is the set of tags with which document d has
been annotated and p(ti|d) is the probability of d being an-
notated with tag ti. We use the observed frequencies in our
data set to estimate the probabilities p(ti|d). We define sim-
ilar entropies for anchor texts (words and their counts) and
search queries (keywords and their counts). We normalize
the entropies so that zero entropy is represented by 0 and
maximum entropy by 1. The results are shown in figure 3.

Firstly, there are strong negative correlations with doc-
ument popularity for all metadata types: Spearman-r for
tags, anchor words and search keywords are -0.96, -0.87
and -0.99, respectively8. With increasing document popu-
larity, the diversity of information decreases.

Secondly, search queries show the highest diversity. The
reason could be that searching the Internet is arguably the

8Kendall-τ for tags, anchor words and search keywords are -0.91, -0.78
and -0.96, respectively.

most “random” user action in our study. In contrast, users
create bookmarks or hyperlinks with anchor text only after
reading a document and perceiving it as useful. This pro-
cess seems to serve as a kind of “noise filter” which search
queries are lacking. Similarly, users do not only have prob-
lems with finding relevant information in the WWW per
se, they also have problems with formulating good search
queries [24]. Additional effects such as users becoming ac-
customed to automatic spell correction by search engines
might further increase the diversity for search queries.

Thirdly, tags are generally more diverse than anchor
texts. On one hand, this result suggests that tags are noisier
than anchor texts and therefore potentially less useful. On
the other hand, Bao et al. [4] observed that tags provide a
multi-faceted summary of web documents. Seen this way,
the diversity of tags could be an advantage since it might
capture information and meanings that anchor texts miss.
Additionally, we found [21] that tag noise does indeed pro-
vide relevant data for information retrieval and classifica-
tion tasks. These results suggest that tags do provide valu-
able information but it is important to separate signal from
noise. A simple way to do so is applying thresholding or
considering only the top n tags, a technique commonly used
for creating the so-called tag clouds. A more sophisticated
way is to study the structure and dynamics of social net-
works for identifying expert users and expert user groups,
thus adding a trust layer on top of social annotations. In-
terestingly, this is related to the analysis of WWW structure
for identifying link farm spam pages [26]. We are preparing
such kinds of trust analyses as part of our future research.

3.5 Similarity

We analyzed the diversity of information provided by
each metadata type in the previous section. In this section,
we study the pairwise relatedness of social bookmarks, an-
chor texts and search queries, i.e. how similar each meta-
data type is to the others. We also use categorization infor-
mation from the Open Directory as ground truth to investi-
gate whether each metadata type is suited for classification
tasks, thereby extending the related studies in [4, 27, 28].
We used cosine similarity as similarity measure. The pre-
processing of data involved splitting words at the special
characters ,.: /#!?", followed by stemming based on
Porter’s stemming algorithm [23]. We also removed com-
mon English stop words such as “the” or “of” from the data.
After these steps, each word was treated as one dimension
in the vector space for similarity computation. The results
are shown in table 3.

The highest similarities are between tags and categories
(0.189) as well as between anchor text words and search
query keywords (0.193)9. This direct comparison suggests

9A statistical test reveals that the similarity means for (A, C) and (S, C)



T A S C
T x 0.126 0.126 0.189
A 0.126 x 0.193 0.103
S 0.126 0.193 x 0.102
C 0.189 0.103 0.102 x

Table 3. Similarity Pairwise similarities of tags
(T), anchor words (A), search keywords (S)
and categories (C). The maximum values for
each column are in bold font.

that tags are better suited for classification tasks whereas
anchor words are better for augmenting web search.

Still, this does not mean that social annotations in
general cannot improve web search. Au Yeung et al.
[17] successfully used tags for web search disambiguation
by exploiting the implicit semantics extracted from folk-
sonomies. Additionally, we have shown in a previous work
how to personalize web search by re-ranking search results
lists based on the similarity of user and document profiles
created from social annotations [20]. We therefore argue
that social annotations can indeed help in the broad area of
web search but it is important to verify whether they are the
correct tool for solving a given problem.

3.6 Classification

We observed in the previous section that tags seem to
be better suited for classification of web documents than
anchor words or search keywords. In this section, we extend
this analysis and study how each metadata type compares
with the top-down categorization of the Open Directory.

We match tags, anchor words and search keywords of
a document against its categorization. A document in the
Open Directory is categorized by one or more category hi-
erarchies such as “arts > crafts > textiles > weaving”. We
analyzed at which hierarchy depth matches occurred and
normalized the results so that the top category in a hierar-
chy, e.g. “arts”, is represented by 0 and the leaf category by
1, e.g. “weaving”. Additionally, we used the Levenshtein
distance [16] to relax the matching conditions in order to
detect small variations such as singular-plural (“dog” vs.
“dogs”) or different languages (“music” vs. “músika”) to
a certain degree. The results are shown in figure 4.

Firstly, there are strong negative correlations with doc-
ument popularity for all metadata types: Spearman-r for
tags, anchor words and search keywords are -0.99, -0.84
and -0.99, respectively10. With increasing document popu-

are significantly different for P<0.05. For (A, T) and (S, T) however, the
null hypothesis of having equal means could not be rejected.

10Kendall-τ for tags, anchor words and search keywords are -0.96, -0.73
and -0.96, respectively.

Figure 4. Classification Normalized category
depth for matches of tags, anchor words and
search keywords with categories. A value of
0 denotes a root category (“broad”), a value
of 1 a leaf category (“specific”). The solid
and dotted lines show exact matches and re-
laxed matches for a Levenshtein distance of
up to 2, respectively.

larity, broader classification scores are achieved. This also
seems to indicate that popular websites cover rather broad
topics whereas less popular websites are rather focused11.

Secondly, tags are used for broader categorization than
anchor words and search keywords: the global average for
matches of tags is 0.27 compared to 0.41 and 0.43 for an-
chor words and search keywords, respectively. Under re-
laxed matching conditions, tags score 0.38 compared to
0.47 for both anchor words and search keywords. This
result supports the previous conclusion that tags are bet-
ter suited for classification purposes than anchor words or
search keywords in the sense that they can better catch the
“aboutness” of documents (cf. [4, 10]). In the future, we
plan to investigate how tags can help to identify multi-topic
web documents.

4 Conclusion and Discussion

In this paper, we studied three different types of metadata
about web documents: social annotations provided by read-
ers of web documents, anchor text of incoming hyperlinks
provided by authors of web documents, and search queries
of users trying to find web documents. We created a large
research data set from various web sources and used it to
investigate several characteristics of said metadata includ-
ing length, novelty, diversity, and similarity and discussed

11For example, among the PR10 websites in our data set are White-
House.gov and NASA.gov compared to websites such as WomencareShel-
ter.org or LakeGeorgeRestaurants.com for PR3.



theoretic and practical implications. Scientists are invited to
use our CABS120k08 data set for their own research.

While we consider this study as a good starting point,
there are still opportunities for improvements and future
work. For example, we did not yet include temporal in-
formation in our evaluations even though temporal data is
included in the CABS120k08 data set. Additionally, our
analysis of search queries is focused on information pro-
vided about web documents. Search query logs also give
insights into user behavior and user preferences, an aspect
which we did not include in this study.

On the other hand, our study has produced results that
are worth further research. For example, we found that so-
cial bookmarking seems to be particularly helpful for iden-
tifying the “aboutness” of web documents. We plan to in-
vestigate in the future whether there is a relation of topical
information derived from social bookmarking to the notion
of “hubs” and “authorities” as described by the HITS algo-
rithm for WWW link structure [14].

5 Related work

To the best of our knowledge, this is the first study an-
alyzing social bookmarks/tagging, anchor texts and search
queries in combination and direct comparison based on a
large set of real-world data. Next to the references men-
tioned throughout the text, the following works are related
to the work described in this paper.

Brin and Page described the first implementation of the
Google search engine in 1998 [6]. They pointed out that an-
chor texts often provide more accurate descriptions of web
documents than the documents themselves. We could mea-
sure in our study that anchor text does indeed provide mean-
ingful information for information retrieval tasks but that
it is less suited for catching the “aboutness” of web docu-
ments than data derived from social annotations. This sug-
gests that the up-and-coming social annotations could prove
to be a helpful addition to the information retrieval toolset.

Eiron and McCurley analyzed anchor text for web search
based on a study of the IBM intranet [10]. They found
that anchor text resembles real-world search queries with
regard to term distribution and length. Our results con-
firm and measure the similarity of anchor texts and search
queries. However, we found that anchor texts are generally
less likely to be contained in a document’s content: Eiron
and McCurley reported 66.4% for full matches of anchor
text with document content compared to 51.0% in our study.

Heymann et al. [12] studied whether social bookmarking
can improve web search. Due to the different research focus
their work includes only a short analysis of the novelty of
tags with regard to document content or anchor text. While
their results are difficult to compare with without more in-
formation and figures, our findings in this area seem to com-

ply with theirs.
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